Ethical Use of AI & Digital Tools – General Guidance

1. Why This Matters
AI and digital automation are increasingly present in education and youth work. We approach these tools with curiosity, responsibility and critical awareness.

2. Appropriate Use of AI
AI tools may be used to:
· support drafting and editing of texts
· assist with translation or accessibility
· support creative experimentation
AI is a support tool — not a decision-maker.

3. Boundaries
AI will not be used to:
· evaluate or select participants
· replace human facilitation or judgment
· generate or speak on behalf of youth voices
· monitor or profile participants

4. Transparency & Authorship
· Use of AI tools will be communicated when relevant
· Human contributors are always credited
· Final responsibility lies with organisers and facilitators

5. Bias & Critical Awareness
We acknowledge that AI systems can reproduce bias or exclusion. Users are encouraged to:
· critically review outputs
· avoid unreflective reliance on AI
· prioritise context-sensitive and inclusive approaches
Digital Tools & Responsibility Overview (General Template)**
	Tool Type
	Purpose
	Data Sensitivity
	Responsibility

	Email
	Official communication
	Medium
	Organisation

	Messaging apps
	Urgent coordination
	Low
	Programme team

	Cloud storage
	Documents & archives
	Medium–High
	Digital focal point

	Online meeting tools
	Meetings & hybrid events
	Medium
	Facilitators

	Collaborative boards
	Co-creation & learning
	Low
	Facilitators


Each organisation should:
· define what tools are used and why
· assign responsibility
· review tools periodically
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